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Abstract. This paper presents a NUMA-aware scheduling strategy that reduces
cache conflicts by analyzing recent cache index access histories through cumu-
lative distribution functions (CDF). The approach aims to minimize last-level
cache (LLC) interference while maintaining load balance across CPUs. We de-
veloped a Rust-based simulator to evaluate the strategy under Zipf-distributed
workloads, comparing it against the Distributed Intensity Online (DIO) strat-
egy. Results show that the proposed method improves cache hit rates by up to
8.2%, reduces load imbalance up to 18%, and decreases tail latency by 14% rel-
ative to DIO. These improvements highlight the potential of fine-grained cache-
oblivious scheduling strategies for real-world operating systems.

1. Introduction

Large-scale decentralized servers commonly process massive volumes of workloads in
short time frames to meet heterogeneous user demands (Villalba, 2023). However, during
peak loads, task turnaround times often increase sharply; delays that can be amplified
by many reasons such as task ordering, resource contention, and scheduling inefficiencies
(Turchetta and Gardner, 2023). Such slowdowns risk degrading Quality of Service (QoS),
and in extreme cases, violating Service Level Agreements (SLAs).

Most common mitigation strategies focus on infrastructure upgrades, adding hard-
ware capacity, or replicating servers. While effective, these solutions involve significant
cost-benefit trade-offs, as performance gains are not always proportional to investment.
An alternative approach, often more cost-efficient, lies in optimizing the resource manager
and scheduler, two core components of the operating system (OS) that directly influence
system latency and throughput. Poor resource allocation can leave hardware underuti-
lized or overloaded, while ineffective scheduling can significantly reduce throughput by
introducing unnecessary execution delays.
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Given that scheduling heuristics are highly context dependent, the topic has been
extensively studied over the past decade with many different areas to study. For exam-
ple, Penna et al. (2019) addresses the workload-aware loop scheduling. On the other side,
Zhou et al. (2021) provide an extensive review of task scheduling strategies across diverse
environments, targeting metrics such as execution time, energy efficiency, and resource
utilization. Nevertheless, rapid technological evolution, shifting workload profiles, and
increasingly complex application requirements highlight a persistent gap for new strate-
gies and adaptive approaches (Gupta et al., 2021).

Non-Uniform Memory Access (NUMA) architectures have become the standard
in modern multi-socket and manycore systems due to their scalability and energy effi-
ciency. In a NUMA system, processors are organized into nodes, each comprising a
group of cores and a local memory region. While cores can access memory across nodes,
such remote access incurs higher latency and reduced bandwidth compared to local mem-
ory accesses. Additionally, NUMA designs often include shared cache hierarchies within
nodes, introducing potential contention between tasks executed on cores that share the
same cache (Majo and Gross, 2011; Jiang et al., 2008). This interplay between memory
locality, cache contention, and task placement makes NUMA-aware scheduling a critical
factor in achieving high performance. For example, poorly planned scheduling can lead
to excessive cache evictions, increasing memory latency, and degraded temporal locality,
all of which can reduce overall throughput.

In this context, prior work has shown that simply balancing load across cores is
not sufficient. Zhuravlev et al. (2010) demonstrate that such strategies ignore contention
effects arising from shared resources such as memory controllers and last-level caches
(LLC). To address this, they propose the Distributed Intensity (DI) and its online variant
DIO, which classify tasks by their LLC miss intensity and then distribute them to reduce
harmful interference. While effective at mitigating contention, these strategies highlight
that fairness in scheduling requires more than equalizing CPU load, since cores sharing
caches may still slow each other down despite balanced distribution.

Building on these insights, we propose a NUMA-aware scheduling strategy that
reduces cache index conflicts by leveraging tasks’ recent LLC access patterns modeled
as cumulative distribution functions (CDFs). Unlike DI/DIO, which relly on overall
miss rates, our approach selects NUMA groups with minimal CDF’s percentiles over-
lap, thereby extending cache residency, improving temporal locality, and naturally bal-
ancing load across vCPUs (more in Section 3.3). Implemented in a simulator of vCPUs,
cache hierarchies, and Zipf-distributed accesses, our method achieves up to 8.2% higher
shared-cache hit rates, 18% better load distribution across NUMA groups, and 14% lower
long-tail waiting times compared to DIO. Therefore, the main contributions of this work
are:

• A novel NUMA-aware scheduling strategy: We propose a new task-to-core
mapping approach that reduces cache misses by minimizing conflicts in LLC sets
within NUMA nodes. Unlike prior strategies such as DI/DIO, our method relies
on recent cache index access history rather than overall miss rates, requires no of-
fline profiling or repeated execution, and naturally facilitates load balancing across
CPUs.

• A custom simulation environment: We develop a Rust-based simulator that



models vCPUs, NUMA cache hierarchies, and Zipf-distributed memory accesses.
This environment enables controlled experimentation and evaluation of schedul-
ing strategies under diverse workload and architectural configurations.
The rest of the paper is organized as follows: In Section 2, we discuss related

works about scheduling strategies in NUMA contexts and also how cache behavior influ-
ences on scheduling. In Section 3 we present the architecture, modeling, and implemen-
tation details of the simulation environment, the details of the task model used, the online
NUMA-aware approach, and the scenarios and metrics used for evaluations. In Section
4, we present the results and discuss the findings. In Section 5, we summarize the key
findings and contributions, limitations, and directions for future research.

2. Related Work
Efficient task scheduling is a long-standing challenge in High Performance Computing
(HPC) environments, especially where parallel applications require careful coordination
to optimize resource use and minimize latency. A variety of approaches have been pro-
posed to address these issues, often focusing on thread or task placement strategies that
aim to reduce contention and improve locality, either in communication, memory access,
or CPU utilization.

NUMA-aware scheduling has gained significant attention due to the challenges
posed by non-uniform memory access latencies and shared cache hierarchies in modern
multicore and multisocket systems. Several studies have specifically tackled contention
management in NUMA systems. Drebes et al. (2016) present dynamic, application-
independent runtime algorithms for NUMA-aware task and data placement in task-
parallel applications, leveraging inter-task data dependencies to optimize locality and
scalability. Daci and Tartari (2013) provide a comprehensive review of contention-aware
scheduling algorithms, highlighting challenges unique to both UMA and NUMA archi-
tectures, and discussing the trade-offs involved in managing shared resource contention.
Blagodurov et al. (2010) demonstrate that effective contention management in NUMA
environments requires joint consideration of thread placement and memory location, as
conflicts arise not only from remote access latency but also from shared cache and mem-
ory controller contention.

Cache behavior critically influences scheduling decisions because cache misses
and evictions have a direct impact on performance. Guan et al. (2009) explore cache-
aware scheduling strategies for real-time multicore systems, proposing cache space isola-
tion techniques that allocate fixed cache partitions to tasks to avoid interference in shared
L2 caches. Their work demonstrates how such isolation enables predictable timing be-
havior and reduces contention, highlighting the importance of cache-conscious scheduling
policies. In contrast to strict partitioning, the Distributed Intensity Online (DIO) scheduler
(Zhuravlev et al., 2010) dynamically measures cache miss rates in LLC using hardware
counters and distributes tasks across cores to balance memory intensity. This approach
adapts online to workload phases, reducing harmful interference while avoiding the rigid-
ity of fixed partitioning. Similarly, PAM (Performance/Power Aware Meta-scheduler)
(Banikazemi et al., 2008) adopts a dynamic strategy but extends the focus beyond perfor-
mance to include power and energy. PAM uses hardware performance counters to monitor
metrics such as cycles-per-instruction (CPI) and L2 miss ratios, and employs a cache oc-
cupancy model to predict the impact of process-to-core assignments. Rather than relying



on fixed partitions, PAM continuously remaps tasks across cores and leverages cpusets
to avoid placing high-footprint processes on the same L2 cache, thereby reducing cache
contention while adapting to system power constraints. In our paper, we include DIO as
a comparison approach to analyze how our online load and contention-aware scheduling
strategy performs in a multicore NUMA environment.

Despite these advances, existing scheduling approaches frequently operate at a
coarse granularity, considering memory node affinity or cache sharing at the page level,
without explicitly analyzing fine-grained cache set conflicts between concurrent tasks.
Furthermore, many techniques rely on offline profiling or application-specific informa-
tion, which can limit their adaptability to workload changes. In contrast, our approach
introduces lightweight, online heuristic that dynamically assign tasks to NUMA groups
and CPUs based on recent cache set access histories. This method aims to reduce cache
evictions and strengthen temporal locality in shared-cache environments without requir-
ing prior knowledge.

3. Task Scheduling Strategy

As presented previously, the main objective of this paper is to present a new NUMA-
aware scheduling strategy that aims to reduce inter-task conflicts in the last-level NUMA
cache. In this section, the simulation environment’s modeling is presented, followed by
the tasks’ modeling, and finally, a detailed explanation of the scheduling strategy and the
scenarios of evaluations.

3.1. Simulator Design

A simulated environment was used1 to compare the results of the implementations due
to its ability to provide greater control over the variables and minimize the influence of
external factors. As aforementioned, the simulator has three modules in its architecture
(Figure 1), namely “Scheduler”, “vCPUs”, and “Post-Processing”.

Figure 1. Example architecture of the simulation object.

For Scheduler, it is responsible for selecting Tasks and sending them to the vC-
PUs, this module can be seen as a load balancer. Currently, for task selection, the First-In,
First-Out (FIFO) strategy is the only one implemented; for vCPU selection, the one pro-
posed in this paper and DIO are implemented. This module repeats the selection steps
until all tasks are completed. After selecting the task and the vCPU, the scheduler opens

1https://github.com/cart-pucminas/sched_sim



a communication channel with the vCPU to send the task. This communication chan-
nel is important because it is asynchronous, meaning that there is no blocking of thread
execution while data is sent/received.

For the vCPUs module, they stay idle until a task arrives on their communication
channel (i.e., a task is scheduled to them). When a task is received, the vCPU translates the
task’s virtual addresses to physical addresses (through 4-level pagination) and runs a cache
lookup, as seen in Figure 2. In this step, all cache accesses, hits, and misses are stored.
To simulate the access latency, the vCPU’s thread is put to sleep for specific periods of
time. When the vCPU finishes processing its time slice, it opens communication with the
third module and sends the task. Finally, for Post-Processing, the role of this module is
to check if the task has finished its processing; if it has, it “finishes” the task; otherwise,
it resend it to the Scheduler.

Figure 2. Representation of a NUMA architecture in the simulation environment.
Each vCPU has its own L1 cache; each NUMA-group has its own L2 cache;
all NUMA-groups share a single L3 cache.

Therefore, the simulation requires at least three threads to function (one for each
module), and increasing the number of vCPUs increases the number of threads used in the
vCPU module. The user can choose the number of vCPUs they want in the simulation,
as well as the number of tasks, which scheduling strategy to use, and architecture-level
details such as cache size (word size, number of words per block, associativity level) and
NUMA size (number of vCPUs in each NUMA-group).

3.2. Task and Workload Modeling
In this paper, we call a Task the abstraction of a process or thread; in our context, anything
that performs computation and issues memory accesses is modeled as a Task. In our
simulation, a Task is defined by a set of synthetic virtual memory addresses of size equal
to N .

To emulate realistic memory behavior, we generate Task addresses according to a
Zipfian distribution. The Zipf law has been widely used to model skewed access patterns,
including word frequencies in natural language, web access traces, and memory reference
distributions (Yang and Zhu, 2016). It is particularly suitable for our purpose because
it naturally captures the principle of temporal locality, i.e., a small subset of addresses
is accessed disproportionately often, in contrast, the majority of addresses are accessed
rarely. This property mirrors real workloads where a “hot set” of memory lines dominates
cache activity.



Formally, the probability of accessing the k-th most popular item under a Zipf
distribution is given by:

P (X = k) =
1/ks∑N

n=1 1/n
s
, (1)

where N is the number of distinct items (in our case, the address space size), and s
is the skew parameter. A larger s increases the bias toward frequently accessed addresses
(strengthening locality), while smaller s values approach a uniform distribution over the
N items. In our simulation, it was used s = 1, aiming for a distribution that has spots of
high temporal locality; in this case, low addresses are more frequent.

Thus, in this work, each task is modeled as having a workload of 3000 addresses
generated according to the Zipfian distribution. The workload size is 10 times the preemp-
tion quantum, which ensures that tasks lives long enough so both strategies have enough
iterations to impact in the results. During execution, task’s run information are obtained,
and the resulting metrics are used in this work.

3.3. Scheduling Strategy

The simulated environment executes tasks on multiple vCPUs organized into NUMA-
groups. Each group represents a set of vCPUs sharing a common last-level cache (L2
in our case), which makes the selection of the execution group critical to performance.
The scheduler must balance load distribution while minimizing cache contention between
co-located tasks. The implemented strategy to guide this section, the CDF percentile-
based approach, operates dynamically, considering the recent cache set usage patterns
of running tasks to make informed scheduling decisions. It was chosen to use cache
sets instead of cache ways because this strategy is idealized to be agnostic to cache-way
replacement policies.

The approach compares the distributions of cache index accesses between the task
to be scheduled and the tasks currently running in each NUMA-group by examining their
cumulative distribution functions. The scheduler calculates differences at key percentiles
(25th, 50th, 75th) between the task’s CDF and the aggregate CDF of tasks in each group,
as seen:

cdf distg =
∑
p∈P

1(|CDFTnew(p)− CDFgroupg(p)| > θp) (2)

if a percentile difference exceeds the predefined threshold θp, the percentile p is
considered “valid”. If the majority of percentiles (2 or more) are “valid”, the group is con-
sidered a “good group” due to its low similarity in cache usage patterns. In our simulation,
θp represents a percentage of groupg’s percentile, which represents a distance from the
percentile where adding new accesses would be troublesome; the wider the percentage,
the greater must be the distance to the percentile to be “valid”.

As seen in Algorithm 1, if any group has no tasks, it is immediately selected. This
ensures workload balance between groups. If multiple groups qualify as “good group”,
the one with the fewest running tasks is chosen. This also ensures workload balance
between groups. Within the selected group, the scheduler picks the vCPU with the lowest
current workload. Since the definition of a good group is discretized, when ties between



Algorithm 1: Best vCPU Selection Heuristic (CDF Percentile Distance +
Least Workload)

Input: Tnew: task to be scheduled, G: set of NUMA groups, P : set of
percentiles, θ: percentile threshold

Output: vCPUbest: selected vCPU
foreach g ∈ G do

countg ← 0;
foreach p ∈ P do

if |CDFTnew(p)− CDFg(p)| > θp then
countg ← countg + 1;

goodg ← (countg ≥ ⌈|P |/2⌉);
if ∃g ∈ G with no running tasks then

gbest ← any such empty group;
else

Ggood ← {g ∈ G | goodg = true};
if Ggood ̸= ∅ then

gbest ← argming∈Ggood
|tasks running(g)|;

else
gbest ← argming∈G |tasks running(g)|;

vCPUbest ← argminv∈gbest workload(v);
return vCPUbest;

groups occur, the load balancing is easier to achieve, strategies such DI/DIO tend to be
harder to discretize, since their key metric to schedule is the miss-ratio, a continuous
value.

In the implementation, each NUMA-group maintains its own hash map (lookup
cost O(1)) that records the frequency of cache index accesses for all currently scheduled
tasks within the group. This map is updated after every scheduling or preemption event,
with an update cost of O(n), where n is the number of distinct cache indexes recently
accessed by the task. To compute the NUMA-group’s CDF, the map is traversed and the
frequencies of all cache indexes are summed, requiring O(m) time, where m is the num-
ber of unique cache indexes accessed within the group. From that, the desired percentiles
are obtained.

3.4. Experimental Setup

To obtain the following results, we created a base architecture for the simulation with the
specifications in Table 1, using Intel’s Alder Lake specs (Fog, 2025) as an approximated
baseline. It is important to point out that changes in the architecture might impact in the
simulation’s hit rate, which might alter the effectiveness of the strategies (just like the
task’s memory addresses access pattern). Moreover, changing the access latencies will
impact the results in the waiting times.

As for metrics of evaluation, they are: (i) proportion of cache hits per cache ac-
cesses (hit rate); (ii) 99th percentile (p99) of tasks’ waiting time in simulation, since those



are the tasks that were most impacted by slowdown; and (iii) coefficient of variation of
each group’s load, to measure the load balance between NUMA-groups. A simple imple-
mentation of Round Robin, a strategy known for its lightweight nature and load balancing
capabilities, and DIO are used as baseline algorithms for comparison. For each strategy,
five executions were run, and the metrics obtained are the mean of these executions, with
results normalized to those of Round Robin.

Table 1. Base architecture specifications used in the simulation.

Component Specification
vCPUs per NUMA-group 4
Number of vCPUs 12
L1 Cache (per vCPU) 512 KiB, 4 ways, 4 words per block, LRU replace-

ment, access latency = 2 ns
L2 Cache (per NUMA-group) 2 MiB, 4 ways, 4 words per block, LRU replacement,

access latency = 6 ns
L3 Cache (shared) 8 MiB, 4 ways, 4 words per block, LRU replacement,

access latency = 20 ns
RAM (shared) 4 GiB, frame size = 4 KiB, access latency = 100 ns

4. Results and Discussion
In this section, we present a comprehensive evaluation of the proposed NUMA-aware
scheduling strategy, comparing it with the DIO (Zhuravlev et al., 2010) strategy, within
our custom simulation environment. Our primary goal is to assess how effectively the
proposed strategy minimizes cache set conflicts and increases cache hits across vCPUs
grouped by shared L2 caches in a NUMA architecture, also keeping a good load balance
between groups.

We analyze key performance metrics, including cache hit rate, task completion
times, and load balance under varying workload characteristics generated using Zipf-
distribution access patterns. This evaluation enables us to identify strengths and trade-offs
of the CDF-approach, providing insights into its practical applicability in NUMA-aware
task scheduling. It is important to point out that we considered DIO’s LLC as the LLC of
a NUMA-group (i.e., L2).

First of all, as presented in Section 3.3, the CDF-approach has a parameter θp
(called here tol.) that defines how wide the distance (in percentage) must be to ensure that
the task (to be scheduled) will not cause more conflicts. Figure 3 shows the normalized
mean hit rates in each cache level per strategy. As intended, both the CDF-approach and
DIO produces more hit rates in the NUMA-LLC when compared with the baseline, with
DIO producing up to 17% more hit rate, and CDF0.7 producing up to 26%. When com-
paring DIO with the CDF-approach, it is possible to see that the CDF-approach always
(varying tol.) has a higher hit rate in the NUMA-LLC, with higher hit rates on CDF0.7,
up to 8.2% more hit rate; CDF0.3 produced up to 3% more hit rate. The low values on hit
rate in L3 are related both to the initial cold start (which brings down the hit rate) and the
lack of accesses in L3 because of the high hit rate in L2. Since all strategies don’t focus
on L1, it is possible to see that those values are, pretty much, always the same.



Figure 3. Comparison of mean executions’ hit rate in different cache levels be-
tween CDF-approach and DIO, the higher the better. Results normalized.

As previously presented in Section 3.3, the CDF-approach tends to have a better
load balance between NUMA-groups since it is easier to identify draws on the “best
group” selection, which is not as easy in DIO. To assess the balance of the strategies’
decisions, we compute the mean coefficient of variation (CV) of the total load distributed
on each NUMA-group across all runs. As seen in Figure 4, the DIO strategy achieves the
worst load balance when compared to the baseline. Because it relies on continuous values
(LLC miss ratios) to guide task placement, small numerical differences between groups
can bias scheduling decisions even when the groups are, in practice, nearly equivalent. In
such cases, tasks may be steered toward one group unnecessarily rather than considering
them as ties and applying a load-based tie-breaker.

Figure 4. Comparison of mean executions’ coefficient of variation of each NUMA-
group’s total load between CDF-approach and DIO, the lower the better.
Results normalized.

Moreover, DIO evaluates groups solely on their aggregate miss intensity, which
may overlook situations where a group exhibits a slightly lower miss ratio but already
hosts a larger number of tasks. This can lead to unbalanced workloads, as the scheduler
continues to favor a group that appears “lighter” in terms of intensity while actually being
more heavily loaded in terms of task count. The CDF-approach produces better load
balance when compared to DIO mainly because the key decision making is discretized



(valid or not valid), making it easier to find draws, and the tie breaking is to select the
least loaded NUMA-group, but it is still worse than the baseline, which was expected
since Round Robin focuses only on resource fairness.

Lastly, Figure 5 shows the final comparison of mean executions’ p99. waiting
times. Just like Figure 4, the values obtained with the CDF-approaches are always better
(varying tol.) as expected. It is possible to see that the values in general do not vary as
when tol. is in range of 0.5 to 0.8, but this value change a lot in CDF0.1; 0.1 it implies
that the distance of percentiles must be only 10%, so the majority of tasks will get the
percentiles as valid, in this case, all groups tend to be considered as good groups, so
they will be just scheduled to balance load (as seen in Algorithm 1). With this workload,
CDF0.3 was the one that produced the best results, reducing almost 14% on the p99.
waiting times when compared to the DIO approach. When compared to the baseline,
the CDF-approach yields worse values (in the best scenario, up to 17%) despite having
competitive load balance and a higher hit rate. This is because Round Robin is a strategy
that is faster to schedule and generates little contention, as it requires minimal information
about the system. In contrast, the CDF-approach requires updating the NUMA-group
CDF after each schedule decision and, also, identifying the least loaded group among the
found good groups.

Figure 5. Comparison of mean executions’ p99 waiting times between CDF-
approach and DIO, the lower the better. Results normalized.

Overall, the experiments demonstrate that the CDF-based scheduler consistently
reduces cache interference while maintaining balanced task distribution. The improve-
ment in cache hit rates (up to 8.2%) and reduction in load imbalance (18%) are particu-
larly significant, since they directly translate to reduced task waiting times and improved
overall system throughput. Furthermore, the observed reduction of 14% in tail latency
indicates that the strategy not only improves average performance but also provides more
predictable execution, a critical aspect for latency sensitive applications. Taken together,
these findings suggest that CDF-based scheduling offers a good direction for combining
cache-awareness with load balancing in NUMA systems.

5. Conclusion and Future Work
In this work, we propose a NUMA-aware task scheduling strategy that reduces cache
conflicts by leveraging the cumulative distribution functions (CDFs) of tasks’ recent cache



index accesses. Our approach aims to minimize harmful interference in shared last-level
caches while naturally facilitating load balancing among NUMA groups. To evaluate it,
we developed a custom Rust-based simulation environment capable of modeling cache
hierarchies, virtual CPUs, and Zipf-distributed workloads.

The evaluation demonstrated that the CDF-based strategy outperforms DIO in
both cache hit rates and load balancing with the used workload. Specifically, it im-
proved cache hit rates by up to 8.2%, reduced load imbalance by 18%, and decreased task
tail latency by 14%. These quantitative gains reinforce the potential of cache-oblivious
scheduling to enhance both performance and fairness in NUMA systems, particularly for
applications that are latency-sensitive or cache-thrashing-sensitive. Moreover, the simu-
lation environment itself proved to be a useful artifact; beyond serving as a testbed for
our experiments, it can also be employed as a teaching tool to help the understanding of
NUMA effects, cache contention, and scheduling trade-offs.

As future work, we plan to extend our study in four directions. First, we aim
to incorporate real applications’ memory access patterns into the simulation, making the
evaluation closer to production workloads, comparing performance with applications that
also have access patterns with low temporal locality. Second, we intend to integrate the
CDF-based strategy into a real operating system scheduler, assessing its effectiveness
and overhead in practice. Third, we compare the CDF-based approach with broader and
more recent strategies presented in the literature. Finally, we plan to explore the impact of
dynamically adjusting the scheduling threshold θp, investigating how task behavior during
execution can guide adaptive policies that further improve performance and fairness.
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