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Abstract. The Brazilian Earth System Model (BESM) is a Global Climate
Model (GCM) developed by the Brazilian National Institute for Space Research
(INPE). The main purpose of a GCM is to simulate Earth’s climate in a decadal
or centennial scale. The simulations usually include representations of the main
elements of the Earth, such as atmosphere, ocean, ice and land. Since its first
release, BESM has provided support materials for contributions to the Intergov-
ernmental Panel on Climate Change (IPCC).

This paper evaluates BESM’s performance and explores optimization possibili-
ties, aiming to speed up the model execution. Our study started with a detailed
analysis that characterized the performance of BESM executions on hundreds
of processors, which served to reveal the major performance bottlenecks. Next,
we worked on schemes to mitigate some of those bottlenecks. The changes made
so far resulted on performance gains up to a factor of 4 in some cases, when
compared to the way it was previously being executed in production. We also
describe ongoing work towards additional performance improvements. Despite
presenting results only for BESM, our optimization techniques are applicable to
other scientific, multi-physics models as well.

1. Introduction

The main tool to study future climate changes is a Global Climate Model (GCM), also
known as Earth System Model (ESM). In order to represent the climate variability, GCMs
incorporate the complexity of various components of the Earth, such as ocean, atmo-
sphere, and land surface [Chou et al. 2014].

Various climate centers around the world are developing their own GCMs, either
by adapting an existing GCM, or combining ocean, atmosphere and surface models, from
different sources. The last one was the option chosen by Brazil’s Center for Weather
Forecasting and Climate Studies (CPTEC, a division of INPE) when creating the Brazilian
Earth System Model (BESM) [Nobre et al. 2013].

The implementation of GCMs requires the representation of various components
of the planet (atmosphere, ocean, land, etc). Each component involves multiple elements
(e.g. temperature, speed, pressure, among others) that interact with each other. Thus, the
implementation of GCMs is very complex, usually developed by combining isolated mod-
els that represent each component, known as modules. These modules are then coupled
to represent the whole Earth system. Each module is very likely developed by a different
team, specialized on that component modelling. So, an intrinsic characteristic is that each



implementation can target a different approach of code optimization and parallelization.
Thus, making the modules to work in harmony, in an efficient way, with minimum waste
of computational resources, turns out to be a complex task. It involves a deep analysis of
how each module behaves during the execution, and the identification of parallelization
techniques that are efficient for all modules.

In this paper, we present a study that aims to optimize the computing performance
of a particular GCM that is currently used in production by Brazilian climate researchers.
These optimizations include alternative ways to build and run the model, to more effi-
ciently explore the parallelism available on the execution platforms. Despite showing
results only for this specific GCM, our techniques can be employed by other GCMs that
contain multiple physical modules as well. Our results indicate that these techniques en-
able concrete performance gains to be achieved, without changing the physical modelling
originally implemented by the GCM developers.

The remainder of this paper is organized as follows. In Section 2, we describe
the GCM that is the object of our study: the Brazilian Earth System Model (BESM).
Section 3 shows the characteristics of BESM’s performance. In Section 4, we present our
performance improvements made to BESM. Section 5 concludes our presentation.

2. BESM Climate Model

The Brazilian Earth System Model (BESM) is an effort from various institutes and re-
searchers, led by the National Institute for Space Research (INPE), through the Brazilian
Center for Weather Forecasting and Climate Studies (CPTEC). The purpose is to build a
multidisciplinary research framework aiming to understand the causes of global climate
changes, its effects and social impacts [Nobre et al. 2013].

The first major version of the model was called Brazilian Earth System Model
version 2.3 (BESM-OA 2.3), and it was an evolution of previous versions of CPTEC’s
ocean-atmosphere coupled model. BESM was developed following the criteria to par-
ticipate on the 5th phase of the Coupled Model Intercomparison Project (CMIPS)
[Taylor et al. 2012]. The objective was to simulate the behavior of the ocean-atmosphere
coupled system, in decadal time scale, under variation of the greenhouse gases concentra-
tion on the atmosphere [Nobre et al. 2013].

CMIP5 participants provided data to the Intergovernmental Panel on Climate
Change (IPCC) and parts of the dataset were used on the Fifth Assessment Report (ARS)
of the IPCC. The dataset was analyzed by the scientific community around the world, and
is still available for climate studies [Emori et al. 2016].

The current BESM version, 2.6, comprises the Atmospheric Global Circulation
Model (AGCM) [Nobre et al. 2013] from CPTEC/INPE, coupled to the Modular Ocean
Model version 5 (MOMS) [Griffies and Zadeh 2019] from Geophysical Fluid Dynamics
Laboratory (GFDL). The coupling between those two models is made by the Flexible
Modular System (FMS), also from GFDL.

Anice model, called Sea Ice Simulator (SIS), is included in MOMS. SIS acts as an
interface between the atmospheric and oceanic models, being responsible for calculating
the fluxes ocean/ice and ice/atmosphere, and for communicating ocean/atmosphere fluxes
on regions where there is no real ice [Casagrande et al. 2016].



Strictly speaking, BESM is not considered a complete GCM yet. To achieve this,
there are efforts to add to the model (i) the atmospheric chemistry and aerosols model,
ECHAN - HAMMOZ from Max-Planck Institut [Hammoz 2018], and (ii) the surface
vegetation model, IBIS, from Univ. of Wisconsin [Univ. of Wisconsin-Madison 2018]
[Miguel and Monteiro 2015]. There is also a plan for improvement of the model through
inclusion of new parameterization of atmospheric convection that better represents the
precipitation over South America [Nobre et al. 2016].

There is currently great motivation to optimize BESM’s performance, in particular
regarding its parallel scaling properties. On a presentation made by the BESM develop-
ment team [Kubota 2015], the need to optimize the model to enable simulations with more
refined resolution was highlighted. They showed tests made on CPTEC’s supercomputer
where the execution made with 30,000 CPUs had only 34% performance improvement
over the execution with 8,400 CPUs. This means an efficiency of only 37% between
these two cases, indicating an expressive waste of computational resources.

3. Characterization of BESM Performance

3.1. Original BESM Implementation

BESM is prepared to use the Message Passing Interface (MPI) as its major parallelization
method. This approach launches various tasks that are managed at the operating system
level. Each task is responsible for processing a fraction of the problem, typically corre-
sponding to a sub-region of the domain being represented in the model.

A key execution entity of the BESM model is the FMS coupler. It initializes the
individual physical modules, manages their execution sequence and the information shar-
ing among them. The FMS implements an interface for parallelization called MPP. Its
purpose is to abstract parallelization-related tasks, such as synchronization and commu-
nicator selection. The MPI calls are implemented underneath the MPP.

Each module (i.e. ocean or atmosphere) executes its own timesteps by an arbi-
trary number of times, updating its internal state. After the specified number of internal
timesteps, the modules update each other by sharing their internal state through the cou-
pler. This execution point where the information is exchanged among the modules is
called coupling timestep.

3.2. BESM Execution Platform

One of the platforms used to run BESM is the Santos Dumont system [LNCC 2019], from
the Brazilian National Laboratory of Scientific Computing (LNCC). That system has a
total processing capacity of 1,1 Petaflops, constituted of 18,144 CPU cores, distributed
across 756 compute nodes (24 cores per node - 2x Intel Xeon E5-2695v2), with 64GB of
DDR3 RAM each. Our tests and improvements were all conducted on Santos Dumont.
All runs had one CPU core dedicated to each MPI task.

3.3. Original BESM Performance

As an initial study object for our work, CPTEC provided the source code of BESM v2.6.
That package also included input files to initialize the model and scripts for compiling and
running the model on the Santos Dumont environment. All tests were performed based on



one-month long simulations, with resolution T062L.28 (1, 8758 of latitude and longitude
- 200 km at Equator line, and 28 vertical layers) for the atmosphere component (AGCM);
and 1Y of longitude, latitudinal resolution from 0.25° on the tropical region to 2° on the
hemispheres, and 50 vertical layers for the ocean component (MOM).

3.3.1. Scalability

Our first analysis was on how BESM was being built, including the employed compiler,
its version and optimization flags. The model was originally compiled with GCC 5.3.0
and OpenMPI 2.0.1. The only optimization flag set by the compilation scripts was —02.
We compiled the model using all the default values that came on the scripts, and measured
the time spent to run one-month long simulations for different numbers of CPUs allocated
to execute the model. The results of this experiment are shown on Figures 1a and 1b.
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Figure 1. Original BESM’s performance for one-month simulation

Figure 1a shows the time (in minutes) spent to run the simulation for a varying
number of MPI tasks. Starting with 399 minutes to simulate one month of global climate
using 24 MPI tasks, the minimum execution time was reached with 288 tasks (48 minutes
for the same type of simulation). After this point, when we increased the number of
tasks, the execution time started to rise, reaching 50 minutes for 432 tasks and 54 minutes
for 576 tasks. This behavior indicates that the BESM model, in this case, did not take
advantage of more than 300 CPUs, and any extra hardware allocated to run it would be
a waste of computational resources. This also marks the speedup limit of the model,
considering the way it was originally implemented and run. Figure 1b shows the speedup
related to each number of MPI tasks. On this graph, it is easier to see the speedup peak
at 288 MPI tasks. This measurement took the run with 24 tasks as reference, representing
a speedup of 1.0. These measurements revealed that BESM was considerably limited in
terms of scalability,

After this point, we proceeded the subsequent analysis using the Intel compiler. In
addition to better application performance, the Intel compiler also offers better integration
with the Intel PSXE tools for performance analysis. To use the Intel compiler, however,
we had to make changes to the build process, as explained in Section IV.



3.3.2. OpenMP Parallelization

After selecting compilation flags appropriate for the Intel compiler, we analyzed how the
model was being parallelized. We found that MPI was the only parallelization method
being effectively employed in production executions. Although there were OpenMP di-
rectives in the AGCM module, they were only enabled by CPTEC when running the iso-
lated model, not coupled to other modules. After fixing compiling errors when enabling
OpenMP, we conducted performance measurements.

In these tests, the same number of CPUs was used on cases with and without
OpenMP. However, with OpenMP enabled, a fraction of the CPUs was reserved to run
only OpenMP threads; meanwhile, with pure MPI, each CPU had an MPI task assigned
to it. For example, an execution with 72 MPI tasks and 2 OpenMP threads per task (MPI +
OMP) was compared to an execution with 144 MPI tasks (pure-MPI). In this way, we can
see which configuration is more efficient for a given computational resource (i.e. number
of CPUs). As Table 1 shows, the execution times are better when allocating all CPUs to
run MPI tasks, instead of reserving a fraction of them for OpenMP threads.

Table 1. Execution time comparison: MPI+OpenMP vs Pure-MPI
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Based on the results of these tests and some code investigation, we concluded that
only a small portion of the code was prepared to take advantage of OpenMP threads. As
a result, it was not worth to reserve CPUs to run only threads. Instead, we obtained better
performance disabling OpenMP and running only MPI tasks on all CPUs.

3.3.3. Hotspot Analysis

The next performance analysis made was to check for execution hotspots, which means to
check which portions of the code take more CPU time. Ideally, optimizing those regions
would have a bigger impact on the overall performance of the program. The goal of this
analysis was to identify the reasons for the poor speedup that we had observed.

The first verification was the amount of CPU time used by each module
(AGCM/MOM) and their variation according to the number of MPI tasks. On our tests,
we found that the AGCM module uses more CPU time than the MOM module. Less than
5% of the total CPU time is spent by functions that do not belong to any of these two
modules. Figure 2a shows the behavior of BESM in relation to the number of MPI tasks.
The proportion of CPU time taken by AGCM increases proportionally to the number of
tasks, while the MOM’s share decreases. This indicates that while MOM can scale well
with the addition of more tasks, AGCM has deficiencies in this regard.

Before diving into a function-level hotspot checking, we faced an alarming situa-
tion. Intel VTune Amplifier, the tool we used for this phase of the analysis, was reporting
a high percentage of spin time. In our tests, the total spin time of the model increased
proportionally to the number of tasks, as shown in Figure 2b. An expressive part of this
spin time comes from the AGCM module, up to 8 times more than MOM’s share. For
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Figure 2. Analysis of Intel-compiled BESM by module

instance, on the test with 288 tasks, AGCM wasted 20.7% of the total CPU time, while
MOM spent 2.8% on spin time. This is a worrying situation, since almost a quarter of the
total model’s CPU time is being wasted when running with 288 tasks, and its tendency is
to rise while the number of tasks increases.

Knowing that mitigating the spin time could improve BESM’s scalability, we ex-
plored the reasons of this wasted time. We found that a single MPI call was causing almost
the totality of the spin time in the AGCM module. That was an MPI_Allreduce () call,
which makes an operation over an array distributed across multiple tasks, and sends the
result to all participating tasks. So, for the function to complete, there is a need of syn-
chronization of the participating tasks. Other collective MPI calls distributed across the
code had a less significant contribution to spin time.

In addition to the spin time from MPI Allreduce (), there was also up to
13% CPU time (varying with the number of tasks) attributed to it. In order to check
if the spin time and CPU time from the function were intrinsic characteristics of the dis-
tributed operation, or if they were caused by desynchronization of the tasks, we added
aMPI Barrier () before the MPT Allreduce () call. Due to the presence of that
barrier, when MPTI_Allreduce () is called all tasks will already be synchronized.

After this modification, all the CPU time and spin time were transferred to the
barrier, meaning that those are caused exclusively by the desynchronization of the MPI
tasks. This behavior characterizes a possible load imbalance among the AGCM’s MPI
tasks. Load imbalance is typical in atmospheric models [Rodrigues et al. 2010], and is
frequently a major factor limiting scalability of those models. While total removal of this
imbalance may require deep restructuring of the model, and is beyond the scope of this
paper, we present in the next sections certain techniques that at least mitigate its effects.

4. Performance Improvements

The performance improvements achieved so far are presented in this section: modifi-
cations and optimizations related to the compiler, and strategies to execute AGCM and
MOM modules concurrently.

4.1. Compiler-Related Optimization

The first task conducted to optimize BESM performance was to identify compile-time
optimizations. In order to get better compile-time optimizations and integration with
performance analysis tools, we created new compiling scripts to use the Intel PSXE 2019



suite (available on Santos Dumont). That suite includes Fortran and C compilers, an
Intel MPI library that implements the MPI-3.1 specification, and tools for performance
analysis. In addition to the replacement of the MPI library, we added optimization flags
aiming to get a more computationally efficient program. The flags added were:

e —03: enables more aggressive automatic optimizations;

e —no-prec—div: increases calculation speed in divisions;

e —fp-mode fast=2: enables more aggressive optimizations on floating-point
operations;

e —xHost: enables vectorization instructions optimized for the target CPU.

Those changes resulted on a performance improvement of up to 3.5x, according
to the number of CPUs used to run the model. Figure 3 shows the execution time before
and after the compiler changes, for different numbers of MPI Tasks. The best execution
time changed from 48 minutes with GCC to 28 minutes after our modifications. On the
other hand, the maximum speedup point moved from 288 tasks to 144 tasks. Overall, we
had better execution times on all test cases.
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Figure 3. Execution time comparison after compiler and MPI library changes

4.2. Concurrent-Module Execution

One of our main goals was to explore the performance implications of executing the
AGCM and MOM modules concurrently, rather than one after the other (i.e. in “alternate
mode”) as currently done at CPTEC. Figure 4a shows a functioning schematic of the al-
ternate mode, where AGCM executes its internal timesteps on all MPI tasks. Then, MOM
executes its internal timesteps, also using all MPI tasks. After both modules execute a set
of timesteps, a coupling timestep is reached, when the modules exchange information.

With concurrent mode (Figure 4b), a portion of the MPI tasks is dedicated to
run each module. In this way, AGCM is executed on a set of tasks, and at the same
time, MOM is executed on another set. After both modules finish their execution, the
coupling timestep is reached. One drawback found on this execution mode is that the
faster module will have its tasks waiting the coupling timestep until the slowest module
finishes its execution. This may result on a waste of computational resources, but it can
be mitigated by properly balancing the number of MPI tasks assigned to each module.

The FMS coupler is designed to give support to concurrent execution of the GCM
modules. MOM, which came integrated to FMS, is also prepared to run concurrently. On
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the other hand, AGCM was not originally implemented aiming to be part of a coupled
model, and even less to run in a concurrent way with other modules. Thus, we had to
modify the AGCM code to make it work with the concurrency method available on FMS.

While MOM uses an interface for parallelization called MPP, AGCM makes MPI
calls directly. Thus, among other minor changes, the main modification we made was the
creation of a dedicated MPI subcommunicator to replace the global communicator used
on AGCM. This required less effort than changing the whole AGCM to use MPP.

The AGCM code used the MPI_COMM_WORLD communicator in its MPI calls.
This means that its collective functions expected participation of all MPI tasks of the
program. When running in “alternate mode”, this was not a problem, since on AGCM’s
turn to run it had participation of all tasks. But when running concurrently, MOM'’s tasks
did not reach AGCM'’s functions; then, the MPI collective calls in AGCM were stuck
waiting for all executing tasks to reach that MPI call, which never happened. We solved
this problem creating a subcommunicator of MPI_COMM_WORLD, called COMM_ATMOS.
This subcommunicator contains only the tasks belonging to AGCM. We also made the
surrounding code changes for the new communicator to work properly. Since this sub-
communicator is created on the FMS code (where all the tasks are available), we had to
modify a set of functions to pass its reference up to the points where it is used in AGCM.

After solving this MPI communicator problem and configuring the input files with
the appropriate number of tasks to be employed by each module in a concurrent execu-
tion, we were able to run the model in concurrent mode and checked if the output files
contained results similar to the ones produced by the original model. The results showed
differences of up to 5%, similar to the variation faced when we change the number of
tasks used to run the original model. With the changes validated, we proceeded to the
performance analysis of the model running in concurrent mode.

4.2.1. Even Distribution of CPUs

The first tests we executed were 1-month simulations using half of the MPI tasks for each
module (AGCM and MOM). In an ideal situation, one might expect to move the speedup
limit to the double of CPUs. This is because, hypothetically, with each module having
its saturation at the number P of CPUs, by using 2P CPUs (P for each module) both
modules would still be at their saturation points. A second ideal-world expectation might
be that a concurrent run with 2P tasks (P for each module) would take half the time of an
alternate run with P tasks. This was only an “ideal scenario”, since we know (from the



Hotspot subsection) that the modules do not use equal computational resources.

The concurrent mode with half CPUs for each module did not bring the ideal
results. Figure 5 shows the alternate and concurrent execution times for different numbers
of MPI tasks. Although we pushed the speedup limit from 144 to 288 MPI tasks and
obtained better execution times when running concurrently, those execution times did not
improve significantly. We had a maximal time reduction of 26%, for the run with 432
tasks; on the other hand, for 144 tasks the execution time did not change.
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Figure 5. Execution time comparison: alternate vs concurrent mode

4.2.2. CPU Balancing

Given that the modules do not consume the same amount of computational resources on
an “alternate-mode” run, our next approach was to test different proportions of CPU dis-
tribution, to study the effect on performance. We know that AGCM takes more CPU time
than MOM on “alternate-mode” runs. Thus, our initial expectation was that assigning
more CPUs to AGCM would make it run faster, while MOM, running concurrently with
fewer CPUs, could finish its timesteps execution nearly at the same time as AGCM. In
this way, both modules might reach the coupling timestep almost simultaneously.

We started by taking the fastest execution mode we had until this point: the run
using 288 MPI tasks. We verified the execution times of a set of proportions of MPI
tasks for AGCM/MOM, given the same total of 288 tasks. Figure 6a shows the execution
times for the distributions that we tested. The best proportion of task distribution we
obtained (in terms of execution time) was the 144/144 share. By increasing or decreasing
the AGCM share of tasks, the execution time rose. The first bar in Figure 6a shows, for
comparison, the execution time of the corresponding alternate-mode execution, with the
same total 288 MPI tasks. On Figure 6b, which shows the corresponding speedups, it is
easier to see the peak at the 144/144 distribution. For the most uneven distributions (e.g.
48/240 or 240/48), the performance was worse when compared to the alternate mode.

Our next tests aimed to check if the model could effectively scale to more than
288 CPUs, taking the maximum number of CPUs we used so far (576) and varying the
distribution proportions. Figure 7a shows the execution times of different distributions
of the 576 MPI tasks; the first bar shows the time spent by the “alternate-mode” run, for
comparison. Figure 7b illustrates the speedup over the “alternate-mode” run. Opposite
to what our intuition led us to expect, assigning more CPUs to MOM resulted on better
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performance. What we had not taken into consideration yet was that the AGCM’s spin
time increases proportionally to the number of MPI tasks in use. On the other hand, MOM
shows better scalability with the addition of more CPUs.

We see that performance was lost on all runs of Figures 7a and 7b where the major
share of CPUs was assigned to AGCM (i.e. three right-most bars in the figures), while the
execution with 75% of the CPUs assigned to MOM (144/432 CPUs for AGCM/MOM,
respectively) had a speedup of 1.72. Even with a balanced distribution of the 576 tasks,
we did not beat the execution time of the 288 tasks with 50%/50% distribution. We got
24 minutes for 144/432 distribution, and 23 minutes for the 144/144 distribution.

4.3. Overall Results

Even though this work is still in progress, we already have improved BESM’s perfor-
mance by a promising margin. Compared to the way the model was running in production,
we obtained a 403% execution time improvement when running with 24 CPUs (from 399
to 99 minutes for a one-month simulation); and reduced the minimum simulation time
from 48 to 23 minutes, a 209% enhancement, by properly building and executing the
BESM components. Figure 8 shows the execution times from the original model com-
pared to the ones we obtained after our modifications. For 576 MPI tasks, we considered
the best result obtained after CPU balancing, explained in the previous subsection.
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5. Conclusion

This paper presented our efforts to optimize the computing efficiency of BESM, a GCM
developed by CPTEC/INPE. BESM has shown its relevance by providing material for
academic researches and to IPCC reports, which address ongoing concerns related to
Global Warming. We started with an analysis of BESM’s initial situation. Next, we
worked to improve the model performance, based on what we found on the initial analysis.

We have obtained good results by changing the compiler and tuning up compi-
lation options, and by making the necessary changes in the code to enable running the
atmospheric and oceanic modules concurrently. Comparing to the way the model was be-
ing used in production, we improved the model’s execution time by 403% when running
with fewer CPUs (24 MPI tasks) and reduced the minimum execution time of BESM from
48 to 23 minutes, a 209% improvement, when running with 288 CPUs. After each rele-
vant modification in the model’s code or in execution mode, we validated it by comparing
the results of a one-month simulation with the output produced by the original model.

For tests with the new concurrent mode and 576 CPUs, we had better execution
times when MOM received the bigger share of the CPUs. This is due to the poor scalabil-
ity of AGCM, which suffers from an increasing spin time when more MPI tasks are added.
Thus, more CPU time is wasted when AGCM has more CPUs than MOM. According to
our tests, AGCM cannot get any performance gain with more than 144 CPUs.

Although we have improved BESM’s performance by a considerable margin, there
is still room for further improvements. We plan to run more tests with different propor-
tions and numbers of MPI tasks, to seek a pattern of CPU distribution among the AGCM
and MOM modules that results on better execution times when BESM is run with a higher
spatial resolution. These weak-scaling tests, employing spatial resolutions that are still
relevant to climate researchers, could alleviate the scaling limits observed in AGCM.

The investigation of the root cause of the observed spin time revealed that load
imbalance was the main factor leading to poor scalability of AGCM. Due to this bot-
tleneck, we could not obtain any performance benefits from using more than 288 MPI
tasks in BESM. Mitigating this effect is a challenge that remains open. Addressing this
load imbalance problem, however, will probably require restructuring of the code of the
atmospheric model, which was beyond the scope of this paper.
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